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Abstract—YouTube is one of the largest video sharing 
websites (with social networking features) on the Internet. 
The immense popularity of YouTube, anonymity and low 
publication barrier has resulted in several forms of misuse 
and video pollution such as uploading of malicious, copyright 
violated and spam video or content. It has been observed that 
the presence of opportunistic users post unrelated, 
promotional, pornographic videos (spam videos posted 
manually or using automated scripts).  A method of mining 
YouTube to classify a video as spam or legitimate based on 
video attributes has been presented. The empirical analysis 
reveals that certain linguistic features (presence of certain 
terms in the title or description of the YouTube video), 
temporal features, popularity based features, time based 
features can be used to predict the video type. We identify 
features with discriminatory powers and use it to recognize 
video response spam. 
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I.  INTRODUCTION 

The popularity of social networking sites such as 
Facebook, Twitter, YouTube, Flickr has increased a lot 
since the last decade which specializes in micro- blogging, 
video sharing, photo sharing and discussion forums. In 
particular, video is becoming a most important part of 
user’s daily life, the reason being video is the most usable 
medium to share views with others and is a medium of 
many type of interactions among users such as business 
discussion, political debates, educational tips etc.[20] 
YouTube is one of the most popular and widely used video 
sharing website (with social networking features) on the 
Internet.  

A whooping 1 billion unique users visit YouTube every 
month and they watch almost 4 billion hours of video 
content [14]. Web is being transformed into a major 
channel for the delivery of multimedia. As a consequence, 
various services on the Web are offering video-based 
functions as alternative to text-based ones, such as video 
reviews for products, video ads and video responses. By 
allowing users to publicize and share videos, video social 
networks become susceptible to different types of 
opportunistic user actions. As an example, YouTube 
provides features that allow users to post a video in a 
particular category/genre/topic with any title. Although 
appealing as a mechanism to enrich the online interaction, 
these features open opportunities for users to introduce 
polluted content, into the system. For example, users, which 
we call spammers, may post an unrelated video aiming at 
increasing the likelihood of it being viewed by a larger 

number of users. Moreover, opportunistic users, namely 
promoters may try to gain visibility to a specific video by 
posting a large number of (potentially unrelated) responses 
to boost the rank of the video, making it appear in the top 
lists maintained by YouTube[21]. Promoters and spammers 
are motivated to pollute for several reasons, such as to 
spread advertises, disseminate pornography (often as an 
advertisement to a Web site), or just to compromise system 
reputation. 

In summary, the main contributions of this research are: 

• Find out quantitative evidence of video spamming
activity (as defined above) in YouTube.

• A test collection of videos from YouTube, classified
as spam or legitimate videos.

• A video spam detection mechanism based on a set of
classification algorithms, for example, ID3
algorithm, Naïve Bayes, and K-nearest neighbor
algorithm.

• Predict the spam from the data mining model

II. RELATED WORK

Mechanisms to detect and identify spam and spammers 
have been largely studied in the context of Web [12, 16] 
and email spamming [15]. In particular, Castillo et al. [12] 
proposed a framework to detect Web spamming which uses 
social network metrics. A framework to detect spamming in 
tagging systems, which is a type of attack that aims at 
raising the visibility of specific objects, was proposed in 
[18]. Although applicable to social media sharing systems 
that allow object tagging by users, such as YouTube, the 
proposed technique exploits a specific object attribute, i.e., 
its tags. Our approach is complementary to these efforts as 
it aims at detecting spam videos, using a combination of 
different categories of attributes of both objects and users.  

The methodology used in [2] tries to identify non-
cooperative users and addresses both spamming and ballot 
stuffing (which they call “promoting”), by analyzing 
parameters like tags, user profile, the user posting behavior 
and the user social relations. [3] Classifies videos, 
accordingly to their pattern of access by users, into three 
categories: quality (the normal ones), viral (videos which 
experience a sudden surge in popularity) and junk (spurious 
videos, like spam). Neither work use the video content itself 
for classification, instead, they rely on meta-data and access 
logs.  
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A survey of approaches to combat spamming in Social 
Web sites is presented in [17]. Many existing approaches 
are based on extracting evidence from the content of a text, 
treating the text corpus as a set of objects with associated 
attributes and using these attributes to detect spam. These 
techniques, based on content classification, can be directly 
applied to textual information, and thus can be used to 
detect spam in email, text commentaries in blogs, forums, 
and online social networking sites. Additionally, detection 
of email spam based on image content was also studied 
previously [11, 19].  

Lee et. al propose a multi-level hierarchical system to 
identify offensive videos. They use multimedia content 
(frame, color, images), contextual metadata, hash signature 
(encrypted video header) as discriminatory features [5]. 
However, content classification is much harder to do for 
video objects.  

Our approach to detect video spam consists on 
classifying users, their videos, and relies on a set of 
attributes associated with the user actions and social 
behavior in the system as well as attributes of their videos. 
Towards the end, this paper presents a characterization of 
user, social and video attributes that can be used to 
distinguish spam from legitimate videos on YouTube. 

III. LITERATURE SURVEY 

A. Tubekit 

TubeKit is a PHP based program runs from a web 
server. It is a toolkit for creating customized YouTube 
crawlers. It allows one to build one's own crawler that can 
crawl through YouTube based on a set of seed queries and 
collect up to 16 different attributes. In addition to creating 
crawlers, TubeKit also provides several tools to collect a 
variety of data from YouTube, including video details and 
user profiles. 

B. Naïve Bayes Classification Algorithm 

The Bayesian Classification represents a supervised 
learning method as well as a statistical method for 
classification. Assumes an underlying probabilistic model 
and it allows us to capture uncertainty about the model in a 
principled way by determining probabilities of the 
outcomes. It can solve diagnostic and predictive problems. 
This Classification is named after Thomas Bayes (1702-
1761), who proposed the Bayes Theorem. Bayesian 
classification provides practical learning algorithms and 
prior knowledge and observed data can be combined. 
Bayesian Classification provides a useful perspective for 
understanding and evaluating many learning algorithms. It 
calculates explicit probabilities for hypothesis and it is 
robust to noise in input data.  

Naïve Bayes classifiers are highly scalable, requiring a 
number of parameters linear in the number of variables 
(features/predictors) in a learning problem. Maximum-
likelihood training can be done by evaluating a closed-form 
expression, which takes linear time, rather than by 
expensive iterative approximation as used for many other 
types of classifiers. Naïve Bayes is a simple technique for 

constructing classifiers: models that assign class labels to 
problem instances, represented as vectors of feature values, 
where the class labels are drawn from some finite set. It is 
not a single algorithm for training such classifiers, but a 
family of algorithms based on a common principle: all 
Naïve Bayes classifiers assume that the value of a particular 
feature is independent of the value of any other feature, 
given the class variable. For example, a fruit may be 
considered to be an apple if it is red, round, and about 10 
cm in diameter. A Naïve Bayes classifier considers each of 
these features to contribute independently to the probability 
that this fruit is an apple, regardless of any possible 
correlations between the color, roundness and diameter 
features. For some types of probability models, Naïve 
Bayes classifiers can be trained very efficiently in a 
supervised learning setting. In many practical applications, 
parameter estimation for Naïve Bayes models uses the 
method of maximum likelihood; in other words, one can 
work with the Naïve Bayes model without accepting 
Bayesian probability or using any Bayesian methods. 

Bayes theorem provides a way of calculating the 
posterior probability, P(c|x), from P(c), P(x), and P(x|c). 
Naïve Bayes classifier assumes that the effect of the value 
of a predictor (x) on a given class (c) is independent of the 
values of other predictors. This assumption is called class 
conditional independence. 

 

Fig. 1 Computation for Naïve Bayes Classifier 

• P(c|x) is the posterior probability of class (target) 
given predictor (attribute).  

• P(c) is the prior probability of class.  
• P(x|c) is the likelihood which is the probability of 

predictor given class.  
• P(x) is the prior probability of predictor. 

 
Advantages of Naïve Bayes Classifier 
• A Naïve Bayes classifier is mathematically easy 

to follow. 
• It is efficient in terms of time needed to train, and 

the time needed to classify an unknown video 
• The classifier is easy to update as more training 

data is accumulated. 

C. K-Nearest Neighbor Algorithm 

K nearest neighbors is a simple algorithm that stores all 
available cases and classifies new cases based on a 
similarity measure (e.g., distance functions). 
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A case is classified by a majority vote of its neighbors, 
with the case being assigned to the class most common 
amongst its K nearest neighbors measured by a distance 
function. If K = 1, then the case is simply assigned to the 
class of its nearest neighbor. 

 

Fig. 2 Distance Functions for K-Nearest Neighbor 
Classification 

It should also be noted that all three distance measures 
are only valid for continuous variables. In the instance of 
categorical variables the Hamming distance must be used. It 
also brings up the issue of standardization of the numerical 
variables between 0 and 1 when there is a mixture of 
numerical and categorical variables in the data set. 

 

Fig. 3 Hamming Distance for K-Nearest Neighbor 
Classification 

Choosing the optimal value for K is best done by first 
inspecting the data. In general, a large K value is more 
precise as it reduces the overall noise but there is no 
guarantee. Cross-validation is another way to 
retrospectively determine a good K value by using an 
independent data set to validate the K value. Historically, 
the optimal K for most data sets has been between 3-10. 
Basically what we do is that we try to find the k nearest 
neighbor and do a majority voting. Typically k is odd when 
the number of classes is 2. Let us say k = 5 and there are 3 
instances of video being spam and 2 instances of video not 
being spam. In this case, KNN says that new point has to 
labeled as spam as it forms the majority. We follow a 
similar argument when there are multiple classes. 

One of the straight forward extensions is not to give 1 
vote to all the neighbors. A very common thing to do is 
weighted kNN where each point has a weight which is 
typically calculated using its distance. For e.g. under 
inverse distance weighting, each point has a weight equal to 

the inverse of its distance to the point to be classified. This 
means that neighboring points have a higher vote than the 
farther points. 

It is quite obvious that the accuracy might increase 
when you increase k but the computation cost also 
increases. 

The algorithm can be summarized as:  

1. A positive integer k is specified, along with a new 
sample  

 2. We select the k entries in our database which are 
closest to the new sample 

3. We find the most common classification of these 
entries 

4. This is the classification we give to the new sample 

Advantages of K-Nearest Neighbor Algorithm 

• The cost of the learning process is zero  
• No assumptions about the characteristics of the 

concepts to learn have to be done  
• Complex concepts can be learned by local 

approximation using simple procedures  

D. ID3 Decision Tree Algorithm 

In decision tree learning, ID3 (Iterative Dichotomiser 3) 
is an algorithm invented by Ross Quinlan used to generate a 
decision tree from the dataset.[22] To model the 
classification process, a tree is constructed using the 
decision tree technique. Once a tree is built, it is applied to 
each tuple in the database and this results in classification 
for that tuple.  

The following issues are faced by most decision tree 
algorithms [23]: 

• To choose splitting attributes 
• Order of splitting attributes 
• Number of splits to be taken  
• Balance of tree structure and pruning  
• The stopping criteria 

The decision tree algorithm is based on Entropy, its 
main idea is to map all examples to different categories 
based upon different values of the condition attribute set; its 
core is to determine the best classification attribute from 
condition attribute sets. The algorithm chooses information 
gain as attribute selection criteria; usually the attribute that 
has the highest information gain is selected as the splitting 
attribute of the current node. Branches can be established 
based on different values of the attributes and the process 
above is recursively called on each branch to create other 
nodes and branches until all the samples in a branch belong 
to the same category. To select the splitting attributes, the 
concepts of Entropy and Information Gain and Gain Ratio 
are used.   

Entropy  

It is a measure in the information theory, which 
characterizes the impurity of an arbitrary collection of 

Niyanta Ashar et al, / (IJCSIT) International Journal of Computer Science and Information Technologies, Vol. 6 (6) , 2015, 5068-5072

www.ijcsit.com 5070



examples. If the target attribute takes on 'c' different values, 
then the entropy S relative to this c-wise classification is 
defined as  

Entropy(s) =∑- Pi log2Pi  

Where Pi is the probability of S belonging to class i. 
Logarithm is base 2 because entropy is a measure of the 
expected encoding length measured in bits. For e.g. if  
training data has 14 instances with 5 positive (spam) and 9 
negative (not spam) instances of videos, the entropy is 
calculated as 

Entropy ([5+,9-])=-(5/14)log(5/14)-
(9/14)log(9/14)=0.9402 

A key point to note here is that the more uniform the 
probability distribution, the greater is its entropy. If the 
entropy of the training set is close to one, it has more 
distributed data and hence, considered as a good training 
set.  

Information Gain  

The decision tree is built in a top-down fashion. ID3 
chooses the splitting attribute with the highest gain in 
information, where gain is defined as difference between 
how much information is needed after the split. This is 
calculated by determining the differences between the 
entropies of the original data set and the weighted sum of 
the entropies from each of the subdivided data sets. The 
motive is to find the feature that best splits the target class 
into the purest possible children nodes - pure nodes with 
only one class. This measure of purity is called information. 
It represents the expected amount of information that would 
be needed to specify how a new instance of an attribute 
should be classified. The formula used for this purpose is:  

G(D, S) = H(D) - ∑P(Di)H(Di) 

The attribute with highest value of information gain is 
used as the splitting node thereby constructing the tree in 
top down fashion. 

IV. PROPOSED SYSTEM 

Methodology 

The goal is to design a mechanism to classify the video 
on social video sharing systems into legitimate and spam, 
using a set of video attributes like YouTube ID, Username, 
upload time, duration, category, video url, video count, 
view count, rating average, rating count, comment count, 
spam. A test collection, including a sample of the crawled 
data, can be built and used to evaluate the effectiveness of 
our classification approach. Next section describes our 
crawling strategy followed by presenting the criteria used 
to select users for the test collection. 

TubeKit [10] can be used in all the phases of this 
process starting database creation to finally giving access 
to the collected data with browsing and searching 
interfaces. The working design of the crawler is shown in 
Fig. 5 and was first presented in [10]. 

 

          Fig. 4 Working Flow of Proposed System 

Crawling Process 

I. A set of seed queries will be provided to the monitor. 

II. The system uses these queries to go out and search 
on YouTube. 

III. A set of meta-data is extracted from a subset of the 
results returned from YouTube. Meta-data is defined to be 
the information about the given video which are provided 
by the author of that video, and are usually static in nature, 
for instance, the genre of the video. 

IV. The video downloader component checks the meta-
data table to see which videos have not been previously 
downloaded and collects those videos in ash format from 
YouTube. 

V. The video converter component checks which 
videos are downloaded and not converted, and converts 
them into mpeg format. 

VI. The context capturing component goes out to 
YouTube and captures various contextual information 
about the video items for which the meta-data is already 
collected. Each time such social context is captured, a 
time-stamp is recorded. We define social context as the 
data contributed by the visitors to a video page. This would 
include fields such as ratings and comments.  Note that 
other types of social context in blogs and other sources 
could also be harvested with different components. The 
context capturing component runs periodically and updates 
time-sensitive data such as new comments or video 
postings, thus capturing temporal context. 

 

Fig. 5 Scheme for query based YouTube crawling 

The excel file shall then be connected with Microsoft 
SQL server 2012. Data mining operations can be run with 
the help of SQL Server Tools and excel data mining add-in 
for SQL server 2012. For deploying the data mining 
techniques a new Analysis Services database shall be 
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created. We will then add a data source and data source 
view, and prepare the new database to be used with data 
mining. After creating the data source from the extracted 
excel file, we shall create a data source viewer to see the 
tables and views of the database. 

V. CONCLUSION 

We came to a conclusion that we will make use of 
Naïve Bayes, K-nearest neighbor and ID3 algorithm for the 
purpose of spam detection in YouTube videos. Using these 
algorithms we hope to overcome the disadvantages faced 
by the existing systems and achieve results that are more 
efficient and accurate in the classification of a given video 
as a spam. 
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